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Karma Police, arrest this man, he talks in maths, he buzzes like a fridge, he’s like 
a detuned radio.

Radiohead, ‘Karma Police’, OK Computer (1997)

Introduction

Many social science students (and researchers for that matter) despise statistics. For one 
thing, most of us have a non-mathematical background, which makes understanding com-
plex statistical equations very difficult. Nevertheless, the evil goat-warriors of Satan force our 
non-mathematical brains to apply themselves to what is, essentially, the very complex task of 
becoming a statistics expert. The end result, as you might expect, can be quite messy. The one 
weapon that we have is the computer, which allows us to neatly circumvent the considerable 
disability that is not understanding mathematics. The advent of computer programs such as 
SAS, SPSS, R and the like provides a unique opportunity to teach statistics at a conceptual 
level without getting too bogged down in equations. The computer to a goat-warrior of Satan 
is like catnip to a cat: it makes them rub their heads along the ground and purr and dribble 
ceaselessly. The only downside of the computer is that it makes it really easy to make a com-
plete idiot of yourself if you don’t really understand what you’re doing. Using a computer 
without any statistical knowledge at all can be a dangerous thing. Hence this book. Well, 
actually, hence a book called Discovering Statistics Using SPSS.

I wrote Discovering Statistics Using SPSS just as I was finishing off my Ph.D. in Psychology. 
My main aim was to write a book that attempted to strike a good balance between theory and 
practice: I wanted to use the computer as a tool for teaching statistical concepts in the hope 
that you will gain a better understanding of both theory and practice. If you want theory 
and you like equations then there are certainly better books: Howell (2006), Stevens (2002) 
and Tabachnick and Fidell (2007) are peerless as far as I am concerned and have taught me 
(and continue to teach me) more about statistics than you could possibly imagine. (I have an 
ambition to be cited in one of these books but I don’t think that will ever happen.) However, 
if you want a book that incorporates digital rectal stimulation then you have just spent your 
money wisely. (I should probably clarify that the stimulation is in the context of an example, 
you will not find any devices attached to the inside cover for you to stimulate your rectum 
while you read. Please feel free to get your own device if you think it will help you to learn.)

A second, not in any way ridiculously ambitious, aim was to make this the only statistics 
textbook that anyone ever needs to buy. As such, it’s a book that I hope will become your 
friend from first year right through to your professorship. I’ve tried to write a book that can 
be read at several levels (see the next section for more guidance). There are chapters for first-
year undergraduates (1, 2, 3, 4, 5, 6, 9 and 15), chapters for second-year undergraduates (5, 
7, 10, 11, 12, 13 and 14) and chapters on more advanced topics that postgraduates might use 
(8, 16, 17, 18 and 19). All of these chapters should be accessible to everyone, and I hope to 
achieve this by flagging the level of each section (see the next section).

PREFACE
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My third, final and most important aim is make the learning process fun. I have a sticky 
history with maths because I used to be terrible at it:

Above is an extract of my school report at the age of 11. The ‘27=’ in the report is to say 
that I came equal 27th with another student out of a class of 29. That’s almost bottom of 
the class. The 43 is my exam mark as a percentage. Oh dear. Four years later (at 15) this 
was my school report:

What led to this remarkable change? It was having a good teacher: my brother, Paul. In 
fact I owe my life as an academic to Paul’s ability to do what my maths teachers couldn’t: 
teach me stuff in an engaging way. To this day he still pops up in times of need to teach 
me things (many tutorials in computer programming spring to mind). Anyway, the reason 
he’s a great teacher is because he’s able to make things interesting and relevant to me. He 
got the ‘good teaching’ genes in the family, but they’re wasted because he doesn’t teach for 
a living; they’re a little less wasted though because his approach inspires my lectures and 
books. One thing that I have learnt is that people appreciate the human touch, and so I 
tried to inject a lot of my own personality and sense of humour (or lack of) into Discovering 
Statistics Using … books. Many of the examples in this book, although inspired by some of 
the craziness that you find in the real world, are designed to reflect topics that play on the 
minds of the average student (i.e., sex, drugs, rock and roll, celebrity, people doing crazy 
stuff). There are also some examples that are there just because they made me laugh. So, 
the examples are light-hearted (some have said ‘smutty’ but I prefer ‘light-hearted’) and by 
the end, for better or worse, I think you will have some idea of what goes on in my head 
on a daily basis. I apologize to those who think it’s crass, hate it, or think that I’m under-
mining the seriousness of science, but, come on, what’s not funny about a man putting an 
eel up his anus?

Did I succeed in these aims? Maybe I did, maybe I didn’t, but the SPSS book on which 
this R book is based has certainly been popular and I enjoy the rare luxury of having many 
complete strangers emailing me to tell me how wonderful I am. (Admittedly, occassionally 
people email to tell me that they think I’m a pile of gibbon excrement but you have to take 
the rough with the smooth.) It also won the British Psychological Society book award in 
2007. I must have done something right. However, Discovering Statistics Using SPSS has 
one very large flaw: not everybody uses SPSS. Some people use R. R has one fairly big 
advantage over other statistical packages in that it is free. That’s right, it’s free. Completely 
and utterly free. People say that there’s no such thing as a free lunch, but they’re wrong: 
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R is a feast of succulent delights topped off with a baked cheesecake and nothing to pay at 
the end of it.

It occurred to me that it would be great to have a version of the book that used all of 
the same theory and examples from the SPSS book but written about R. Genius. Genius 
except that I knew very little about R. Six months and quite a few late nights later and I 
know a lot more about R than I did when I started this insane venture. Along the way I have 
been helped by a very nice guy called Jeremy (a man who likes to put eels in his CD player 
rather than anywhere else), and an even nicer wife. Both of their contributions have been 
concealed somewhat by our desire to keep the voice of the book mine, but they have both 
contributed enormously. (Jeremy’s contributions are particularly easy to spot: if it reads 
like a statistics genius struggling manfully to coerce the words of a moron into something 
approximating factual accuracy, then Jeremy wrote it.)

What are you getting for your money?

This book takes you on a journey (possibly through a very narrow passage lined with 
barbed wire) not just of statistics but of the weird and wonderful contents of the world and 
my brain. In short, it’s full of stupid examples, bad jokes, smut and filth. Aside from the 
smut, I have been forced reluctantly to include some academic content. Over many editions 
of the SPSS book many people have emailed me with suggestions, so, in theory, what you 
currently have in your hands should answer any question anyone has asked me over the 
past ten years. It won’t, but it should, and I’m sure you can find some new questions to ask. 
It has some other unusual features:

MM Everything you’ll ever need to know: I want this to be good value for money so the 
book guides you from complete ignorance (Chapter 1 tells you the basics of doing 
research) to being an expert on multilevel modelling (Chapter 19). Of course no 
book that you can actually lift off the floor will contain everything, but I think this 
one has a fair crack at taking you from novice to postgraduate level expertise. It’s 
pretty good for developing your biceps also.

MM Stupid faces: You’ll notice that the book is riddled with stupid faces, some of them 
my own. You can find out more about the pedagogic function of these ‘characters’ 
in the next section, but even without any useful function they’re still nice to look at.

MM Data sets: There are about 100 data files associated with this book on the companion 
website. Not unusual in itself for a statistics book, but my data sets contain more 
sperm (not literally) than other books. I’ll let you judge for yourself whether this is 
a good thing. 

MM My life story: Each chapter is book-ended by a chronological story from my life. 
Does this help you to learn about statistics? Probably not, but hopefully it provides 
some light relief between chapters. 

MM R tips: R does weird things sometimes. In each chapter, there are boxes containing 
tips, hints and pitfalls related to R. 

MM Self-test questions: Given how much students hate tests, I thought the best way to 
commit commercial suicide was to liberally scatter tests throughout each chapter. 
These range from simple questions to test what you have just learned to going back 
to a technique that you read about several chapters before and applying it in a new 
context. All of these questions have answers to them on the companion website. They 
are there so that you can check on your progress. 

00-Field_R-4368-Prelims.indd   23 29/02/2012   5:52:52 PM



xxiv D ISCOVER ING STAT IST ICS  US ING R

The book also has some more conventional features:

MM Reporting your analysis: Every single chapter has a guide to writing up your
analysis. Obviously, how one writes up an analysis varies a bit from one discipline to 
another and, because I’m a psychologist, these sections are quite psychology-based. 
Nevertheless, they should get you heading in the right direction.

MM Glossary: Writing the glossary was so horribly painful that it made me stick a vacuum 
cleaner into my ear to suck out my own brain. You can find my brain in the bottom 
of the vacuum cleaner in my house.

MM Real-world data: Students like to have ‘real data’ to play with. The trouble is that real 
research can be quite boring. However, just for you, I trawled the world for examples 
of research on really fascinating topics (in my opinion). I then stalked the authors of 
the research until they gave me their data. Every chapter has a real research example. 

Goodbye

The SPSS version of this book has literally consumed the last 13 years or so of my life, 
and this R version has consumed the last 6 months. I am literally typing this as a withered 
husk. I have no idea whether people use R, and whether this version will sell, but I think 
they should (use R, that is, not necessarily buy the book). The more I have learnt about R 
through writing this book, the more I like it.

This book in its various forms has been a huge part of my adult life; it began as and con-
tinues to be a labour of love. The book isn’t perfect, and I still love to have feedback (good 
or bad) from the people who matter most: you. 

Andy

MM Contact details: http://www. discoveringstatistics.com/html/email.html

MM Twitter: @ProfAndyField

MM Blog: http://www.methodspace.com/profile/ProfessorAndyField
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When the publishers asked me to write a section on ‘How to use this book’ it was obvi-
ously tempting to write ‘Buy a large bottle of Olay anti-wrinkle cream (which you’ll need 
to fend off the effects of ageing while you read), find a comfy chair, sit down, fold back the 
front cover, begin reading and stop when you reach the back cover.’ However, I think they 
wanted something more useful. 

What background knowledge do I need?

In essence, I assume you know nothing about statistics, but I do assume you have some very 
basic grasp of computers (I won’t be telling you how to switch them on, for example) and 
maths (although I have included a quick revision of some very basic concepts so I really 
don’t assume anything). 

Do the chapters get more difficult as I go through 
the book?

In a sense they do (Chapter 16 on MANOVA is more difficult than Chapter 1), but in other 
ways they don’t (Chapter 15 on non-parametric statistics is arguably less complex than Chapter 
14, and Chapter 9 on the t-test is definitely less complex than Chapter 8 on logistic regression). 
Why have I done this? Well, I’ve ordered the chapters to make statistical sense (to me, at least). 
Many books teach different tests in isolation and never really give you a grip of the similari-
ties between them; this, I think, creates an unnecessary mystery. Most of the tests in this book 
are the same thing expressed in slightly different ways. So, I wanted the book to tell this story. 
To do this I have to do certain things such as explain regression fairly early on because it’s the 
foundation on which nearly everything else is built.

However, to help you through I’ve coded each section with an icon. These icons are 
designed to give you an idea of the difficulty of the section. It doesn’t necessarily mean 
you can skip the sections (but see Smart Alex in the next section), but it will let you know 
whether a section is at about your level, or whether it’s going to push you. I’ve based the 
icons on my own teaching so they may not be entirely accurate for everyone (especially as 
systems vary in different countries!):

1 	 This means ‘level 1’ and I equate this to first-year undergraduate in the UK. These are 
sections that everyone should be able to understand.

2 	 This is the next level and I equate this to second-year undergraduate in the UK. These 
are topics that I teach my second years and so anyone with a bit of background in sta-
tistics should be able to get to grips with them. However, some of these sections will 
be quite challenging even for second years. These are intermediate sections.

HOW TO USE THIS BOOK
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3 	 This is ‘level 3’ and represents difficult topics. I’d expect third-year (final-year) UK 
undergraduates and recent postgraduate students to be able to tackle these sections. 

4 	 This is the highest level and represents very difficult topics. I would expect these sec-
tions to be very challenging to undergraduates and recent postgraduates, but post-
graduates with a reasonable background in research methods shouldn’t find them too 
much of a problem.

Why do I keep seeing stupid faces everywhere?

Brian Haemorrhage: Brian’s job is to pop up to ask questions and look permanently 
confused. It’s no surprise to note, therefore, that he doesn’t look entirely different from 
the author (he has more hair though). As the book progresses he becomes increasingly 
despondent. Read into that what you will.

Curious Cat: He also pops up and asks questions (because he’s curious). Actually the only 
reason he’s here is because I wanted a cat in the book … and preferably one that looks like 
mine. Of course the educational specialists think he needs a specific role, and so his role is 
to look cute and make bad cat-related jokes.

Cramming Sam: Samantha hates statistics. In fact, she thinks it’s all a boring waste of time 
and she just wants to pass her exam and forget that she ever had to know anything about 
normal distributions. So, she appears and gives you a summary of the key points that you 
need to know. If, like Samantha, you’re cramming for an exam, she will tell you the essen-
tial information to save you having to trawl through hundreds of pages of my drivel.

Jane Superbrain: Jane is the cleverest person in the whole universe (she makes Smart Alex 
look like a bit of an imbecile). The reason she is so clever is that she steals the brains of 
statisticians and eats them. Apparently they taste of sweaty tank tops, but nevertheless she 
likes them. As it happens she is also able to absorb the contents of brains while she eats 
them. Having devoured some top statistics brains she knows all the really hard stuff and 
appears in boxes to tell you really advanced things that are a bit tangential to the main text. 
(Readers should note that Jane wasn’t interested in eating my brain. That tells you all that 
you need to know about my statistics ability.)

Labcoat Leni: Leni is a budding young scientist and he’s fascinated by real research. He says, 
‘Andy, man, I like an example about using an eel as a cure for constipation as much as the 
next man, but all of your examples are made up. Real data aren’t like that, we need some real 
examples, dude!’ So off Leni went; he walked the globe, a lone data warrior in a thankless quest 
for real data. He turned up at universities, cornered academics, kidnapped their families and 
threatened to put them in a bath of crayfish unless he was given real data. The generous ones 
relented, but others? Well, let’s just say their families are sore. So, when you see Leni you know 
that you will get some real data, from a real research study to analyse. Keep it real.
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Oliver Twisted: With apologies to Charles Dickens, Oliver, like the more famous fictional 
London urchin, is always asking ‘Please Sir, can I have some more?’ Unlike Master Twist 
though, our young Master Twisted always wants more statistics information. Of course he 
does, who wouldn’t? Let us not be the ones to disappoint a young, dirty, slightly smelly 
boy who dines on gruel, so when Oliver appears you can be certain of one thing: there is 
additional information to be found on the companion website. (Don’t be shy; download it 
and bathe in the warm asp’s milk of knowledge.)

R’s Souls: People who love statistics are damned to hell for all eternity, people who like R even 
more so. However, R and statistics are secretly so much fun that Satan is inundated with new 
lost souls, converted to the evil of statistical methods. Satan needs a helper to collect up all the 
souls of those who have been converted to the joy of R. While collecting the souls of the statis-
tical undead, they often cry out useful tips to him. He’s collected these nuggets of information 
and spread them through the book like a demonic plague of beetles. When Satan’s busy spank-
ing a goat, his helper pops up in a box to tell you some of R’s Souls’ Tips.

Smart Alex: Alex is a very important character because he appears when things get par-
ticularly difficult. He’s basically a bit of a smart alec and so whenever you see his face you 
know that something scary is about to be explained. When the hard stuff is over he reap-
pears to let you know that it’s safe to continue. Now, this is not to say that all of the rest 
of the material in the book is easy, he just lets you know the bits of the book that you can 
skip if you’ve got better things to do with your life than read all 1000 pages! So, if you 
see Smart Alex then you can skip the section entirely and still understand what’s going on. 
You’ll also find that Alex pops up at the end of each chapter to give you some tasks to do 
to see whether you’re as smart as he is.

What is on the companion website?

In this age of downloading, CD-ROMs are for losers (at least that’s what the ‘kids’ tell me) 
so I’ve put my cornucopia of additional funk on that worldwide interweb thing. This has 
two benefits: 1) the book is slightly lighter than it would have been, and 2) rather than 
being restricted to the size of a CD-ROM, there is no limit to the amount of fascinating 
extra material that I can give you (although Sage have had to purchase a new server to fit 
it all on). To enter my world of delights, go to www.sagepub.co.uk/dsur.

How will you know when there are extra goodies on this website? Easy-peasy, Oliver 
Twisted appears in the book to indicate that there’s something you need (or something 
extra) on the website. The website contains resources for students and lecturers alike:

MM Data files: You need data files to work through the examples in the book and they 
are all on the companion website. We did this so that you’re forced to go there and 
once you’re there Sage will flash up subliminal messages that make you buy more of 
their books.

MM R script files: if you put all of the R commands in this book next to each other and printed 
them out you’d have a piece of paper that stretched from here to the Tarantula Nebula 
(which actually exists and sounds like a very scary place). If you type all of these com-
mands into R you will wear away your fingers to small stumps. I would never forgive 
myself if you all got stumpy fingers so the website has script files containing every single 
R command in the book (including within chapter questions and activities).
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MM Webcasts: My publisher thinks that watching a film of me explaining what this book 
is all about will get people flocking to the bookshop. I think it will have people flock-
ing to the medicine cabinet. Either way, if you want to see how truly uncharismatic I 
am, watch and cringe. There are also a few webcasts of lectures given by me relevant 
to the content of the book.

MM Self-Assessment Multiple-Choice Questions: Organized by chapter, these will allow 
you to test whether wasting your life reading this book has paid off so that you can 
walk confidently into an examination much to the annoyance of your friends. If you 
fail said exam, you can employ a good lawyer and sue. 

MM Additional material: Enough trees have died in the name of this book, but still it 
gets longer and still people want to know more. Therefore, we’ve written nearly 300 
pages, yes, three hundred, of additional material for the book. So for some more 
technical topics and help with tasks in the book the material has been provided elec-
tronically so that (1) the planet suffers a little less, and (2) you won’t die when the 
book falls off of your bookshelf onto your head.

MM Answers: each chapter ends with a set of tasks for you to test your newly acquired 
expertise. The chapters are also littered with self-test questions and Labcoat Leni’s 
assignments. How will you know if you get these correct? Well, the companion web-
site contains around 300 pages (that’s a different 300 pages to the 300 above) of 
detailed answers. Will we ever stop writing?

MM Powerpoint slides: I can’t come and personally teach you all. Instead I rely on a crack 
team of highly skilled and super intelligent pan-dimensional beings called ‘lecturers’. 
I have personally grown each and every one of them in a greenhouse in my garden. 
To assist in their mission to spread the joy of statistics I have provided them with 
powerpoint slides for each chapter.

MM Links: every website has to have links to other useful websites and the companion 
website is no exception.

MM Cyberworms of knowledge:  I have used nanotechnology to create cyberworms that 
crawl down your broadband connection, pop out of the USB port of your computer 
then fly through space into your brain. They re-arrange your neurons so that you 
understand statistics. You don’t believe me? Well, you’ll never know for sure unless 
you visit the companion website …

Happy reading, and don’t get sidetracked by Facebook and Twitter.
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Mathematical operators

Σ This symbol (called sigma) means ‘add everything up’. So, if you see something 
like Σxi it just means ‘add up all of the scores you’ve collected’.

Π This symbol means ‘multiply everything’. So, if you see something like Π xi it just 
means ‘multiply all of the scores you’ve collected’.

√x This means ‘take the square root of x’.

Greek symbols

α The probability of making a Type I error

β The probability of making a Type II error

βi Standardized regression coefficient

χ2 Chi-square test statistic

χ2
F Friedman’s ANOVA test statistic

ε Usually stands for ‘error’

η2 Eta-squared

µ The mean of a population of scores

ρ The correlation in the population

σ2 The variance in a population of data

σ The standard deviation in a population of data

σx– The standard error of the mean

τ Kendall’s tau (non-parametric correlation coefficient)

ω2 Omega squared (an effect size measure). This symbol also means ‘expel the 
contents of your intestine immediately into your trousers’; you will understand why in 
due course.

SYMBOLS USED IN THIS BOOK

00-Field_R-4368-Prelims.indd   32 29/02/2012   5:52:59 PM



xxxiiiSYMBOLS USED IN  TH IS  BOOK

English symbols

bi The regression coefficient (unstandardized)

df Degrees of freedom

ei The error associated with the ith person

F F-ratio (test statistic used in ANOVA)

H Kruskal–Wallis test statistic

k The number of levels of a variable (i.e. the number of treatment conditions), or the 
number of predictors in a regression model

ln Natural logarithm

MS The mean squared error. The average variability in the data

N, n, ni The sample size. N usually denotes the total sample size, whereas n usually 
denotes the size of a particular group

P Probability (the probability value, p-value or significance of a test are usually 
denoted by p)

r Pearson’s correlation coefficient

rs Spearman’s rank correlation coefficient

rb, rpb Biserial correlation coefficient and point–biserial correlation coefficient respectively

R The multiple correlation coefficient

R2 The coefficient of determination (i.e. the proportion of data explained by the model)

s2 The variance of a sample of data

s The standard deviation of a sample of data

SS The sum of squares, or sum of squared errors to give it its full title

SSA The sum of squares for variable A

SSM The model sum of squares (i.e. the variability explained by the model fitted to the data)

SSR The residual sum of squares (i.e. the variability that the model can’t explain – the 
error in the model)

SST The total sum of squares (i.e. the total variability within the data)

t Test statistic for Student’s t-test

T Test statistic for Wilcoxon’s matched-pairs signed-rank test

U Test statistic for the Mann–Whitney test

Ws Test statistic for the Shapiro–Wilk test and the Wilcoxon’s rank-sum test

X
–
 or x– The mean of a sample of scores

z A data point expressed in standard deviation units
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1
Why is my evil lecturer 
forcing me to learn statistics?

FIGURE 1.1
When I grow up, 
please don’t let 
me be a statistics 
lecturer

1.1.  What will this chapter tell me? 1

I was born on 21 June 1973. Like most people, I don’t remember anything about the first 
few years of life and like most children I did go through a phase of driving my parents 
mad by asking ‘Why?’ every five seconds. ‘Dad, why is the sky blue?’, ‘Dad, why doesn’t 
mummy have a willy?’, etc. Children are naturally curious about the world. I remember 
at the age of 3 being at a party of my friend Obe (this was just before he left England 
to return to Nigeria, much to my distress). It was a hot day, and there was an electric 
fan blowing cold air around the room. As I said, children are natural scientists and my 
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1.3.  Initial observation: finding something that 
needs explaining 1

The first step in Figure 1.2 was to come up with a question that needs an answer. I spend 
rather more time than I should watching reality TV. Every year I swear that I won’t get 
hooked on Big Brother, and yet every year I find myself glued to the TV screen waiting 
for the next contestant’s meltdown (I am a psychologist, so really this is just research – 
honestly). One question I am constantly perplexed by is why every year there are so many 
contestants with really unpleasant personalities (my money is on narcissistic personality 
disorder4) on the show. A lot of scientific endeavour starts this way: not by watching Big 
Brother, but by observing something in the world and wondering why it happens.

Having made a casual observation about the world (Big Brother contestants on the whole 
have profound personality defects), I need to collect some data to see whether this obser-
vation is true (and not just a biased observation). To do this, I need to define one or more 
variables that I would like to measure. There’s one variable in this example: the personal-
ity of the contestant. I could measure this variable by giving them one of the many well-
established questionnaires that measure personality characteristics. Let’s say that I did this 
and I found that 75% of contestants did have narcissistic personality disorder. These data 
support my observation: a lot of Big Brother contestants have extreme personalities.

1.4.  Generating theories and testing them 1

The next logical thing to do is to explain these data (Figure 1.2). One explanation could be 
that people with narcissistic personality disorder are more likely to audition for Big Brother 
than those without. This is a theory. Another possibility is that the producers of Big Brother 
are more likely to select people who have narcissistic personality disorder to be contestants 
than those with less extreme personalities. This is another theory. We verified our original 
observation by collecting data, and we can collect more data to test our theories. We can 
make two predictions from these two theories. The first is that the number of people turn-
ing up for an audition that have narcissistic personality disorder will be higher than the 
general level in the population (which is about 1%). A prediction from a theory, like this 
one, is known as a hypothesis (see Jane Superbrain Box 1.1). We could test this hypothesis 
by getting a team of clinical psychologists to interview each person at the Big Brother audi-
tion and diagnose them as having narcissistic personality disorder or not. The prediction 
from our second theory is that if the Big Brother selection panel are more likely to choose 
people with narcissistic personality disorder then the rate of this disorder in the final con-
testants will be even higher than the rate in the group of people going for auditions. This is 
another hypothesis. Imagine we collected these data; they are in Table 1.1. 

In total, 7662 people turned up for the audition. Our first hypothesis is that the percent-
age of people with narcissistic personality disorder will be higher at the audition than the 
general level in the population. We can see in the table that of the 7662 people at the audi-
tion, 854 were diagnosed with the disorder; this is about 11% (854/7662 × 100), which is 
much higher than the 1% we’d expect. Therefore, hypothesis 1 is supported by the data. 
The second hypothesis was that the Big Brother selection panel have a bias to chose people 
with narcissistic personality disorder. If we look at the 12 contestants that they selected, 9 
of them had the disorder (a massive 75%). If the producers did not have a bias we would 

4 This disorder is characterized by (among other things) a grandiose sense of self-importance, arrogance, lack of 
empathy for others, envy of others and belief that others envy them, excessive fantasies of brilliance or beauty, the 
need for excessive admiration and exploitation of others.
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